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ABSTRACT
The goal of this work is to build an audio information retrieval system which provides users with flexibility in formulating their queries: from audio examples to naïve text. Specifically, the focus of this paper is on using naïve text to create input queries describing the desired information of the users. Using naïve text queries, however, raises interoperability issues between annotation and retrieval processes due to the wide variety of available audio descriptions. In this paper, we propose an intermediate audio description layer (iADL) to solve the interoperability issues between the annotation and retrieval processes. The iADL comprises two axes corresponding to semantic and onomatopoeic descriptions based on human-to-human communication experiments on how humans express sounds verbally. Various text modeling schemes, such as latent semantic analysis (LSA) and latent topic model, are utilized to transform the naïve text onto the proposed iADL.

Index Terms—audio descriptions, naïve text query, audio information retrieval, out-of-vocabulary problem

1. INTRODUCTION
Audio information retrieval consists of two major steps: annotation and retrieval. The annotation process is used to describe the embedded information in given audio signals, while the retrieval process is used to extract an ordered list of audio clips that are relevant to users’ input queries that describe their desired information. These two nearly-independent processes, however, are not necessarily interoperable because both are highly dependent on human descriptions that can span a wide range of possibilities; this is especially the case since to provide end use flexibility, users are typically not constrained as to their natural language query forms or structure. There is hence often a mismatch between descriptions of the desired information (query) and the embedded information which causes an out-of-vocabulary problem. This problem stems from users employing queries using descriptors with vocabulary not seen during the annotation process. The focus of this work is to bridge the gap between the annotation and retrieval processes by mitigating the mismatch between the two descriptors for robust query and retrieval.

The output of the annotation process is usually stored in a database so that the retrieval process can access the storage instead of re-runs the annotation process for all the audio clips in a database. Although this strategy is reasonable for system efficiency, it becomes problematic when the systems face out-of-vocabulary queries. This issue was identified in [1] where the authors built an audio information retrieval system that deals with a large-scale database along with text queries. In their work, the authors observed that users tend to avoid “stating the obvious” when they are asked to annotate audio signals. They argued that this phenomenon might cause the out-of-vocabulary problem as this introduces noisy labeled data in the annotation phase. Although they pointed out this problem, their work focused on the annotation procedure and assumed that the problem is orthogonal to the annotation process. The out-of-vocabulary problem, therefore, is still left as an open challenge.

During the retrieval process, users should be able to describe their queries using various representations, such as sound categories, naïve text descriptions, and sound examples. In this work, we attempt to provide users with such a flexibility as illustrated in Fig. 1. In the case of using audio example queries, the system can annotate the input audio with the same annotation scheme as used for building the domain database and retrieve a list of audio clips related to the extracted information through existing database lookup techniques. In the case of naïve text queries, however, problems arise since the user expressions may be uncertain or ambiguous; naïve descriptions of users tend to be explanatory rather than categorical and are based on their own subjective annotation scheme. Furthermore, there are many types of polysemic and synonymic words in text descriptions which could further worsen the out-of-vocabulary problem. Similar issues exist in text information retrieval and spoken language understanding applications [2, 3, 4].

In this work, we propose an intermediate audio description layer (iADL) to mitigate the out-of-vocabulary problem caused by mismatches between descriptions in annotation and retrieval processes. It will provide interoperability between the annotation and retrieval processes by mapping descriptions from both processes onto the iADL. In this paper, we will focus on the retrieval process, specifically mapping the naïve descriptions of desired information to the proposed iADL. Various text modeling schemes, such as latent semantic analysis and latent topic modeling, are utilized to transform the naïve text queries onto the iADL.

The organization of this paper is as follows. In the next section, we provide the description of the proposed intermediate audio description layer (iADL). In Section 3, various text modeling schemes...
to transform naïve text queries onto the proposed iADL are introduced. The experimental setup and results are discussed in Section 4 and Section 5 respectively, followed by the conclusions in Section 6.

2. INTERMEDIATE AUDIO DESCRIPTION LAYER

To mitigate the effects of mismatches in descriptions of embedded information and desired information, we introduce an intermediate audio description layer (iADL) which can carry abundant information about sounds in a set of pre-determined categorical classes. This idea is motivated by previous research on human-to-human communication; Wake and Asahi found that people can successfully describe sounds with “sounding situation”, “sound itself”, and “sound impression” to other people [5]. These categories of descriptions are related to semantic information, onomatopoeias, and emotional information, respectively. Specifically, in this paper, we focus on two different aspects of audio data: semantic and onomatopoeic descriptions. These types of information are particularly interesting because they are highly related to psychoacoustic processes, which connect physical properties and human experience of sounds; onomatopoeia labels can be considered from the perspective of human sensory processing and semantic labels from the view point of cognitive processing [6]. We will address the emotional information in future work.

Fig. 2 illustrates the proposed iADL which consists of two axes: semantic words and onomatopoeias. As shown in the figure, the results of the annotation process are mapped to the two-dimensional layer. In other words, each audio clip is labeled with two different tags; one is based on onomatopoeia and the other is based on lexical (word) semantics. In the retrieval process, in turn, input queries are also transformed to the same layer. As a result, both the annotation and retrieval processes are represented in the same description layer that mitigates the possible mismatches.

As we mentioned earlier, we focus on the retrieval process assuming that we can utilize various available conventional methodologies for the annotation process to map audio signals to the iADL. This builds on our prior related work reported in [7] where the audio classification tasks were performed with onomatopoeias and semantic labels using the acoustic topic model.

3. TEXT QUERY TRANSFORMATION

In this section, we apply various text document modeling schemes to transform naïve text queries to predetermined audio descriptions on the intermediate audio description layer, i.e. onomatopoeias and semantic labels. As we will show, this enables users to use their naïve text descriptions to retrieve sounds they want. Our work is based on the latent semantic analysis (LSA) [8] and latent topic model [9, 10] algorithms. The latent topic model represents the probabilistic word distribution over latent topics, while the LSA yields the association between words in a semantic space. The following provides an overview of these methods:

3.1. Latent Semantic Analysis

Let $V$ be the number of words in the dictionary and $M$ be the number of audio clips. Then, we can build a $V \times M$ word-description co-occurrence matrix $F$ whose element $f_{ij}$ represents the frequency of word $i$ in description $j$. The word-description co-occurrence can be decomposed into three matrices using singular value decomposition (SVD), i.e.

$$F \approx U \cdot S \cdot V^T$$  \hspace{1cm} (1)

where $U$, $S$ and $V$ represent a matrix of word vectors, a diagonal matrix with singular values and a matrix with description vectors. This procedure allows LSA to capture the association between a set of descriptions and words in a semantic space. A reduced rank approximation can be obtained by retaining only $R$ greatest singular values, i.e.

$$F \approx U_{V \times R} \cdot S_{R \times R} \cdot V_{M \times R}^T$$  \hspace{1cm} (2)

where $R < \min(V, M)$. The value of $R$ is determined experimentally. In this work, we use the matrix with description vectors, $V_{M \times R}$, to represent descriptions of audio clips. Each description of audio clip, therefore, will be represented with a single $R$-dimensional feature vector.

3.2. Latent Topic Model

The latent topic model assumes that text documents consist of unobservable topics$^1$ and each topic can be interpreted as a distribution over words in a dictionary [10]. Using a generative modeling method like latent Dirichlet allocation (LDA) is appropriate under this assumption. Fig. 3 illustrates the basic idea of LDA as a three-level hierarchical Bayesian model.

Let $V$ be the number of words in the dictionary and $w$ be a $V$-dimensional vector whose elements are zero except for the corresponding word index in the dictionary. A description consists of $N$ words, and is represented as $d = \{w_1, w_2, \ldots, w_i, \ldots, w_N\}$ where $w_i$ is the $i$th word in the description. A data set consists of $M$ audio clips and is represented as $S = \{d_1, d_2, \ldots, d_M\}$. Suppose that there are $k$ latent topics and each word $w_i$ is generated by its corresponding topic. The generative process can be described as follows:

1. For each document $d$, choose $\theta \sim Dir(\alpha)$ where $\theta$ and $\alpha$ are $k$-dimensional Dirichlet random variable and Dirichlet parameter, respectively.

$^1$The word topic here is used loosely (as an alternative to a cluster) and may or may not represent what a human annotator would consider a topic.
2. For each word \( w_i \) in document \( d \),
   
   (a) Choose a topic \( t_i \sim \text{Multinomial}(\theta) \)
   
   (b) Choose a word \( w \), with a probability \( p(w|t_i, \beta) \).

   where \( \beta \) denotes a \( k \times V \) matrix whose elements represent the probability of a word with a given topic, i.e. \( \beta_{nm} = p(w = m|t = n) = 1 \). The superscripts represent element indices of individual vectors, while the subscripts represent vector indices.

In this work, each text description will be represented with the posterior Dirichlet random variable \( \theta \) which represents the topic distribution over \( k \) latent topics. However, it is not computationally feasible to learn the model directly from a given database, because it requires computing \( p(w|\alpha, \beta) \) which includes intractable integral operations. To solve this problem, various approaches such as Markov Chain Monte Carlo (MCMC) [11], gradient descent optimization method [12], and variational approximation [9], have been proposed. In this work, we use a variational approximation method [9] and a Gibbs sampling method [11], a specific form of MCMC, to estimate and infer the parameters of the topic model.

4. EXPERIMENTAL SETUP

4.1. Database

We have collected 2,140 audio clips from the BBC Sound Effects Library [13] and labeled each file with onomatopoeic labels, semantic labels, and short descriptions. The semantic labels and short descriptions are provided with the database. The semantic labels are given as one of predetermined 21 different categories. They include transportation, military, ambiances, human, and so on. The short descriptions consist of a set of words that represent the audio clip. The size of vocabulary is 2,820 and the average number of words in each description is 7.2 words after removing stop words and punctuation marks. For deriving the onomatopoeic words, we performed subjective annotation to label individual audio clips. We asked subjects to label the corresponding audio clip choosing from among 22 onomatopoeic descriptions. See [14] for more details about collecting onomatopoeic words. The audio clips are originally recorded with 44.1kHz (stereo) sampling rate. Table 1 shows examples from the BBC sound library along with various labels: semantic labels, onomatopoeic words, and short text descriptions. Both examples include the sound of a goat; while the subjective annotation of onomatopoeic words are the same, the semantic categories are different. These examples show the ambiguity of information even when they include the same audio contents. A summary of the database is given in Table 2.

4.2. Experimental setup

We design a text query transformation task that can be used in the retrieval process using naive text queries. This experimental setting is realistic in practice because the annotation process and retrieval process are nearly-independent other than their joint dependence on the database being created or queried as illustrated in Fig. 1. Using various text document modeling methods, i.e. LSA and latent topic model, we can extract a single feature vector for a description of an audio clip. With the feature vectors, we utilize a multi-class support vector machine (SVM) with polynomial kernels as a machine learning algorithm for this application. Results are obtained by averaging 10-fold cross validation trials.

5. RESULTS AND DISCUSSION

Fig. 4 illustrates the results of classification tasks of text descriptions of audio signals using latent semantic analysis (LSA, dashed lines) and latent topic model with latent Dirichlet allocation (LDA, solid lines) according to the number of latent components used. The number of latent components can be interpreted as the dimension of feature vector extracted from each description of an audio clip. However, the interpretation differs according to the analysis methods. In LSA, the number of latent components indicates a reduced rank after singular value decomposition (SVD), while in LDA it represents the number of hidden topics used. Fig. 4 (a) and 4 (b) represent the results using onomatopoeic words and semantic labels, respectively. We utilize both variational inference and Gibbs sampling methods for LDA approximation (red line for variational approximation (VA) and green line for Gibbs sampling (Gibbs)).

The results clearly show that the SVD-based LSA method outperforms LDA method in classifying both onomatopoeic and semantic labels. These significant differences are evident regardless of the number of latent components and approximation methods for LDA.

The results may seem to contradict prior results in text document modeling that have shown the advantages of latent topic model over latent semantic analysis [9, 10]. We argue that this is because only small number of words are available for each description of an audio clip, while previous reports were performed on text documents which include many words for a single document. As given in Table 2, the average number of words in a description is 7.2 which might be too small to train the topic models which utilize a probabilistic approach; LSA utilizes a deterministic method.

Furthermore, in the cases of the variational approximation scheme, the topic model method cannot be even trained as the number of latent topics increases. However, reasonable results are obtained with the Gibbs sampling scheme. We argue that this is be-

<table>
<thead>
<tr>
<th>Filename</th>
<th>Description</th>
<th>Semantic label</th>
<th>Onomatopoeia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-GOAT-MACHINE-MILKED-BB</td>
<td>animals: goats one goat milked by machine other goats bleating</td>
<td>MACHINERY/TOOLS</td>
<td>BLEATING</td>
</tr>
<tr>
<td>1-ENGLISH-GOAT-BLEATING-BB</td>
<td>animals: goats one old english goat bleating - occasional wind noise</td>
<td>ANIMALS</td>
<td>BLEATING</td>
</tr>
</tbody>
</table>

Table 1. Examples of BBC sound library along with its various descriptions.

<table>
<thead>
<tr>
<th>Number of sound clips</th>
<th>2,140</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of semantic categories</td>
<td>21</td>
</tr>
<tr>
<td>Number of onomatopoeic words</td>
<td>22</td>
</tr>
<tr>
<td>Size of vocabulary for descriptions</td>
<td>2,820</td>
</tr>
<tr>
<td>Average number of words in a description</td>
<td>7.2</td>
</tr>
<tr>
<td>Average length of an audio clip</td>
<td>13 sec.</td>
</tr>
</tbody>
</table>

Table 2. Summary of BBC Sound Effect Library.
Toward providing users with flexibility in their queries for audio information retrieval, we proposed an intermediate audio description layer (iADL) so that annotation and retrieval procedures are interoperable across a wide variety of user audio descriptions. We focused on transforming user generated naïve text queries onto the iADL by introducing various text modeling strategies, such as latent semantic analysis and latent topic model. The results of our classification tasks suggest that latent semantic analysis is more suitable than the latent topic model when only small number of words are available in each description.

6. CONCLUDING REMARKS

Although the proposed approach yields promising results, several open challenges are still remain. First, the ambiguity in the descriptions of sounds has not been completely solved yet; an audio clip can be labeled with multiple semantic labels and onomatopoeias, while we have considered only one semantic label and onomatopoea for each audio clip. Therefore, in the future, we will extend our work so that an audio signal can have multiple tags. Real user annotations, which may include emotional information, will be included as well. Second, two axes in the proposed iADL are not necessarily orthogonal; there exist some degree of redundancy in representing a sound on the iADL, with which was not dealt in this work. In future work, we will investigate the dependency between the two axes of the iADL: semantic labels and onomatopoeias.
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