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Abstract

Political advertising has changed drastically over the last several decades with video advertising becoming a major force in all outlets from the traditional TV medium to online media. In this work, we attempt to automatically classify the political advertisements along various dimensions such as purpose, content and emotion. First, we use a crowd-sourcing method to annotate the political advertisements in terms of how viewers perceive them along the above mentioned aspects. Then, we use audio-based features and machine learning algorithms for automatic classification tasks. In particular, we deploy speech-related features along with support vector machine (SVM) and music-related features along with k-nearest neighbor (KNN). The analysis of crowd-sourced annotations shows that the same advertisements are often used to serve multiple purpose and that certain content categories such as speech clips from the candidate and other public figures are more prevalent. The experimental results using speech/audio features on advertisements aired during the U.S. presidential campaign of 2012 show promising classification performance.

1. Introduction

Video advertising, such as those on television or online media, is one of the most effective ways to advertise political issues to the voters; usually these are in a format where a politician or a party presents their position and, increasingly, the advertisements include content related to the topic, either a positive portrayal of the candidate or negative for the opponent, without the candidates themselves directly appearing. Most advertisements are created for TV and thus are short in duration (\(\sim\)30 sec.) although recently we are seeing expanded versions of these appearing online. The goal of this feasibility study is to determine whether conventional content-based approaches using speech and audio information can offer meaningful analytics on political advertisements. Particularly, we attempt to automatically classify the political advertisements with respect to characteristics that are of relevance to human judgement. Another motivation for this work comes from social and political science studies which have extensively investigated how political advertisements affect the electorate according to the intended goals and contents of the advertisements: negative/positive advertisements \cite{1, 2, 3} and image/issue advertisements \cite{4, 5}.

Studies on political audio-visual media from a computational content processing angle are not new. Several studies in the literature address the domain of political debates on television where a small group of politicians debate, usually moderated by journalists, over a relatively long period (30~100 minutes). Gregory and Gallagher used candidates’ nonverbal vocal features to predict the outcome of the 19 televised U.S. presidential debates of eight elections between 1960 and 2000 \cite{6}. They found candidates’ non-verbal vocalizations provide a precise metric of the dominance or commanding presence, which are in turn highly correlated with the popular vote percentages. Kim \textit{et al.} used conversational patterns and vocal prosody statistics to detect conflicts during political debates \cite{7}. Using 45 political debates broadcast in Switzerland, they showed promising results in detecting conflicts \cite{7} and conflict escalation \cite{8}. More recently, Kaplan and Rosenberg tried to predict the winner of the presidential election using language transcript based features extracted from 25 U.S. presidential debates between 1976 and 2008 \cite{9}. Their approach can predict the winners of elections moderately above chance level.

The focus of this work is towards retrieval of ads based on qualitative (human-centered) dimensions and we address that through two main contributions. First we introduce a crowd-sourcing method to annotate political advertisements in terms of how viewers judge them along various qualitative dimensions, such as the purpose, content and emotion. We designed a questionnaire to easily annotate the advertisements that are typically heterogeneous in terms of their intended goals as well as content. For example, the same advertisement can be produced to promote a candidate (positive messaging) and to attack the opponent at the same time (sending a negative message). Furthermore, in terms of content, an advertisement can contain multiple content such as professional narration, testimony from individuals, and candidate’s own public speech excerpts. The second contribution of this paper is to perform automatic classification of the political ads with respect to the above qualitative dimensions using audio signal based features and machine learning algorithms. The rationale behind this is that audible information embedded in the advertisements is highly correlated with the target perception of the viewers.

2. Annotation

2.1. Database

We constructed our corpus with the help of Francis Steen (UCLA) and Mark Turner (Northwestern) and through the NewsScape Library of International Television News \cite{10, 11}. The advertisements used for this study are from the 2012 U.S. presidential campaign between Barack Obama and Mitt Romney. We selected the ads that were under 60s in duration (the longest TV ads of the campaign) thus focusing on broadcast

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|c|}
\hline
Candidate & Obama & Romney & Total \\
\hline
Number of clips & 172 & 104 & 276 \\
Average length of clips & 35.6 & 35.4 & 35.5 \\
\hline
\end{tabular}
\end{center}
\caption{Statistics of database}
\end{table}
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media [12]. As shown in Table 1, the collected political advertisements include 276 clips (172 for Obama and 104 for Romney) whose average length is 35.5 seconds (total 2.7 hours). The clips are stored in H.264 codec (30 frames per second) and MPEG-4 AAC codec (44.1 kHz stereo) format. To extract audio-related features, we down-sampled and merged the audio signals into 16 kHz mono using the FFmpeg toolkit (http://ffmpeg.org/).

2.2. Crowd-sourced Annotation Process

We used a crowd-sourcing strategy to annotate the entire dataset. Specifically, we used Amazon Mechanical Turk (MTurk, https://www.mturk.com/) to easily manage the crowd-based annotation process [13]. We prepared a questionnaire that consisted of 5 different questions to label the political advertisements along different dimensions of interest namely, purpose, content and emotion, as shown in Table 2. After an annotator had watched through a given advertisement video clip, he/she was asked to answer the questionnaire.

The first question was designed to filter out possible outlier annotators; we compare the annotators’ answers and the ground truth of advertisements (i.e., which candidate made the advertisement). The questions considering the purpose and the content of the advertisements are designed to allow multiple purpose and content labels so that they can be can bealined, i.e., 0 or 1. Another set of questions was given to the annotators to estimate judgement of expressed emotions [14]. In particular, we use emotion primitive descriptors, i.e., valence and activation, and the annotators were asked to select one answer out of five possible alternatives [1, 2, 3, 4, 5] which are in an ordinal scale accompanied by emoticon images, a.k.a., self assessment manikins (SAM).

The answers are averaged across the annotators and split into binary classes; the class of r-th advertisement for q-th question is determined as follows.

\[ c_{i,q} = \begin{cases} 1 & s_{i,q} \geq \theta_q; \\ -1 & \text{otherwise}, \end{cases} \]

where \( \theta_q \) is a tunable threshold. In this work, we use \( \theta_q = 0.5 \) for the sub-questions considering purpose and content to represent that more than half annotators agree on the existence of such purpose or content. We also set \( \theta_q = \text{median}(s_{i,q}) \) for the questions considering emotion primitive descriptors.

2.3. Annotation Analysis

First, we analyze the sub-questions related to the perceived purpose. Table 3 shows that the number of clips that are labeled with respect to the target purpose and the percentage of the corresponding clips that are co-labeled as another purpose. For example, there are 178 clips that are labeled as PR (promoting candidate) and 27% of them are also labeled as AT (attacking opponent). This illustrates that the political advertisements are often designed to promote their candidate and attack the opponent at the same time. Note that RE (responding to attacks) is hardly observed in the database we used.

To promote themselves when they appear on the advertisement speaking to the viewers and it is consistent with the findings in [5]. It is also noticeable that other public figures and supporters’ testimonials more frequently used to promote the candidate than to attack the opponent. On the other hand, professional narrations are often used to attack the opponent while music and candidates’ public speech can be equally used for both supporting and attacking a candidate. The analysis results are intuitively reasonable and partially supported by political science research; the candidate himself and other public figures tend to be careful about directly attacking the opponent since it may cause negative effects on themselves [1, 2]. Instead, when the candidate wants to attack their opponent in an advertisement because “no one likes them, but they work” [2], they use narrators to attack the opponent without tarnishing their image directly.

Table 5 shows the correlation values between the scores for purpose and the emotion primitives. As shown in the table, valence is positively correlated with PR and negatively correlated with AT. This trend is reasonable in the sense that attacking the opponent might include negative aspects of the opponent, while promoting the candidate should elaborate the positive aspect of the candidate. On the other hand, there are only relatively loose correlations between activation and the scores of PR or AT indicating an even keel in the content expression. Similar trends can be observed in Fig. 1 which depicts the distribution of scores according to the labeled purpose.
Table 4: Number of clips that are labeled with respect to content and the percentage of the corresponding clips that are labeled with respect to purpose.

<table>
<thead>
<tr>
<th>Content</th>
<th># of clips</th>
<th>Percentage of purpose (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>74</td>
<td>66.2 67.6 2.7</td>
</tr>
<tr>
<td>DS</td>
<td>22</td>
<td>100.0 40.9 4.5</td>
</tr>
<tr>
<td>PF</td>
<td>50</td>
<td>74.0 26.0 6.0</td>
</tr>
<tr>
<td>PN</td>
<td>130</td>
<td>52.3 71.5 3.8</td>
</tr>
<tr>
<td>TM</td>
<td>50</td>
<td>76.0 32.0 0.0</td>
</tr>
<tr>
<td>MU</td>
<td>198</td>
<td>58.6 63.1 3.0</td>
</tr>
</tbody>
</table>

Table 5: Correlation between the scores for purpose and scores for emotion primitives (p < 0.05, *p < 10^{-3}).

<table>
<thead>
<tr>
<th>Label</th>
<th>PR</th>
<th>AT</th>
<th>RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence</td>
<td>0.85 **</td>
<td>-0.93 **</td>
<td>0.04</td>
</tr>
<tr>
<td>Activation</td>
<td>-0.27 *</td>
<td>0.19 *</td>
<td>0.08</td>
</tr>
</tbody>
</table>

3. EXPERIMENTS ON AUTOMATIC Classification

The goal of this section is to explore if it is possible to automatically classify the above mentioned human-derived descriptors with features extracted from audio signals. We consider individual labels separately and perform classification tasks independently while using the same feature sets.

3.1. Speech-related features

We use the open-source Emotion and Affect Recognition Toolkit’s feature extracting algorithm, i.e., openSMILE [15]. Particularly, we employ the same setting as in the INTER-SPEECH Paralinguistic Challenge 2010 [16] which extracts 1582 acoustic features. The features include various functionals such as mean, standard deviation, quantiles, etc. of 38 low-level descriptors such as F0, MFCC, loudness, etc. This set of features has been shown to be promising in various paralinguistic classification tasks such as recognizing age, gender and emotion of speakers (see [16] for more details).

Table 6 shows the correlation values between the features and the scores of individual questions. The three most correlated features, either negatively or positively, are selected in the list. As shown in the table, functionals of MFCC and logMelFreqBand often appear as one of the most meaningful features. Notably, they dominate the top three features for PR, AT, PF, PN, MU, Valence and Activation. This indicates that the spectral characteristics of audio signals, especially captured in MFCC and log-energies in mel-frequency bands, are important for studying the labels of interest.

For classification tasks, we use a simple linear-kernel based SVM using the LIBSVM toolkit [17].

3.2. Music Fingerprint using Chroma-based features

Advertisements often include music, both in the background and foreground. We adopt the music fingerprint extraction method proposed in [18, 19] to measure similarities between two different pieces of music. The method uses the chroma feature which represents the energy distribution over the twelve Western chromatic pitch classes (A to G#) and computes a covariance matrix of the chroma feature vectors as a music fingerprint. The similarity between music i and j is computed as follows: \( \sigma_{ij} = ||\Phi_i \ast \Phi_j|| / ||\Phi_i|| ||\Phi_j|| \) where \( ||\Phi|| = \sqrt{\sum_k \sum_l (\phi_{kl})^2} \) and \( \phi_{kl} \) represents the \( k \)-th row and \( l \)-th row element of the music fingerprint \( \Phi \); the \( \ast \) operator represents a pairwise multiplication of each element of matrix. It should be noted that even if playing the same music, it is possible to transpose the key of the music. To compensate for the possible key transposition, we...
detecting PF. In detecting the difference between music fingerprint and chance level in within a class are significant (t-test with $\alpha = 0.05$) except for the difference between music fingerprint and chance level in detecting PF. In detecting purpose, as shown in Fig. 2 (a), detecting whether the advertisement includes promotion or attack of a candidate can be achieved with 75.4±1.7% and 72.2±2.0% with the speech features and 77.4±1.1% and 67.5±0.8% with the music fingerprint approach. However, the system fails to detect the advertisements that are designed for responding to attacks. This may be because there are too few samples, i.e., 9 instances, or that the employed feature vectors are not able to capture the characteristics of ads responding to attacks. As shown in Fig. 2 (b), the performance varies according to the content label. For example, detecting narration and music performs relatively well (85.9±2.0% and 79.8±1.1% with the speech features and 71.2±1.9% and 75.8±1.1% with the music fingerprint approach) while detecting speech designated for the ads performs relatively poor (18.7±4.3% with the speech features and 7.2±3.0% with the music fingerprint approach). The classification tasks using the speech-related features usually outperform the music-related features except in detecting testimonials. Note that even in detecting music content speech-related features outperform the music-related features (the usefulness of spectral envelope features such as MFCCs for music processing in fact is well known). It may be because the goal of the music fingerprint method is to measure the similarity of harmony structure regardless of existence of musical content.

The results for detecting emotion primitives also seem promising and significantly outperform chance level, as shown in Fig. 2 (c). The F-measures in detecting valence and activation are 70.3±3.2% and 62.9±2.5% with the speech features and 62.7±1.4% and 59.1±2.7% with the music fingerprint approach. It is interesting that the speech-related features that are extracted by openSMILE [15] work well even with highly heterogeneous sound media of advertisements. The performance with the music fingerprint approach implies that similar music content, especially similar harmonic structures, are used in ads of similar emotional content.

4. Conclusions and Future Work

We analyzed political advertisements of the U.S. presidential campaign 2012. Video advertising is considered as one of the most effective ways in announcing political issues and many social and political scientists have been studying the content of the advertisements targeting the electorate, and their effects, especially those of negative/positive advertisements.

In this work, we studied the political advertisements along various dimensions, such as purpose, content, and emotion of the ad. We introduced a crowd-sourcing method to annotate the audio-visual political advertisements in terms of how the viewers judge them. We performed automatic classification with respect to purpose, content, and emotion using features extracted from the audio signals (speech-related features and music-related features) and machine learning algorithms (SVM and KNN). The experimental results show that detecting the intended goals of the advertisements, i.e., if the advertisements are designed to promote the candidate or to attack the opponent, and detecting the expressed emotions are feasible with audio-based features. Detecting the content of the advertisements varies depending on the specific content category. Although is aimed at application such as content-based information retrieval, some of the findings are consistent with existing work in social and political studies.

While this paper treats individual descriptors independently, in the future, we will exploit co-occurrence of purpose, content, and emotion labels within the classification framework. We also plan to analyze visual features with respect to the labels used in this work.
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